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Introduction

● MIL is experienced in developing solutions for highly regulated industries, such as 
healthcare, security, and defence.

● INspectre developed in collaboration with German law enforcement agencies.

● Brief agenda summary:
○ AI model development introduction
○ Analyst use case demonstration
○ Live demo
○ Takeaways and Q&A



INspectre overview

01 

Object Detection

● Faster RCNN models
● Trained for different purposes
● Detection of Weapons, Swastikas, …

02 

Face Recognition

● Detection and Recognition
● Customized Facenet
● List of recognized faces

03 

Text analysis

● OCR analysis (Tesseract OCR)
● Voice to text recognition (VOSK)
● Topic analysis

Faster RCNN:  https://proceedings.neurips.cc/paper/2015/file/14bfa6bb14875e45bba028a21ed38046-Paper.pdf 
FaceNet: https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Schroff_FaceNet_A_Unified_2015_CVPR_paper.pdf 
Tesseract OCR: https://tesseract-ocr.github.io/ 
VOSK: https://github.com/alphacep/vosk-api 

UI

https://proceedings.neurips.cc/paper/2015/file/14bfa6bb14875e45bba028a21ed38046-Paper.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Schroff_FaceNet_A_Unified_2015_CVPR_paper.pdf
https://tesseract-ocr.github.io/
https://github.com/alphacep/vosk-api
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AI model development process

● Iterative and systematic improvement of the model● Iterative and systematic improvement of the model

1. Training

2. Results analysis /
Outliers

3. Presentation /
Discussion

4. Implementation
Feedback



EU Artificial Intelligence Act proposal

● In April 2021, the European Commission 
published a draft framework regulation that 
proposes regulation of all high-risk AI systems 
according to a CE marking process

● The proposal is currently in the commenting 
phase, high-risk AI systems will include 
applications in law enforcement and public 
safety

● High-risk AI systems as per proposal include 

○ AI systems to used by law enforcement in a 
variety of applications, e.g. intended to be 
used for crime analytics regarding natural 
persons

○ Biometric identification and categorisation of 
natural persons

○

 

AIA proposal: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
Source of figures, CEPS summary presentation: https://www.ceps.eu/wp-content/uploads/2021/04/AI-Presentation-CEPS-Webinar-L.-Sioli-23.4.21.pdf

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
https://www.ceps.eu/wp-content/uploads/2021/04/AI-Presentation-CEPS-Webinar-L.-Sioli-23.4.21.pdf


EU Artificial Intelligence Act proposal

● With this suggested legislation, regulatory 
approval of high-risk AI systems will be on the 
level of Medical Device Regulation and require a 
similar level of documentation by the 
manufacturer

● Documentation of training, validation and 
testing data

● Design documentation

● Usability testing and technical manuals

● Validation in realistic environments with 
endusers

● A close collaboration between law 
enforcement agencies and solution providers 
is needed to be able to fulfil these regulatory 
requirements!

AIA proposal: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
Source of figures, CEPS summary presentation: https://www.ceps.eu/wp-content/uploads/2021/04/AI-Presentation-CEPS-Webinar-L.-Sioli-23.4.21.pdf

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206
https://www.ceps.eu/wp-content/uploads/2021/04/AI-Presentation-CEPS-Webinar-L.-Sioli-23.4.21.pdf


Necessary workflow for LEA AI modules in production

 

Data 
specification and 

Annotation 
Guideline

Annotation and 
AI training 

Validation in 
operational 

environment

Data specification and Annotation Guideline

● Identify and define operating environment (e.g. 
Social Media inputs) in a Data Specification

● Creation of an Annotation Guideline for specific 
task (e.g. “hate speech”, “firearm in hand”)

Annotation process and AI training

● Carry out annotation according to Annotation 
Guideline, quality assured through documented 
QA process, e.g. second/third rater review

● Split into Training/Test/Validation datasets
● Technical training of AI module

Validation

● Validation set is evaluated with domain experts 
(endusers), taking into account usability

● If needed: Adaptation of Annotation Guideline, 
new iteration

● Due to time dynamics of underlying data: 
Supervised learning in production environment 
with on-going validation (AI models do age!)



Application Demonstration

● Example scenarios of application usage by an Analyst

● Scenario 1: Finding potentially offensive/extremist behavior in digital environments

● Scenario 2: Finding uncredible/unreliable claims, their spread and identifying the 
individuals responsible for them

● Live Demo



Application Demonstration



Scenario 1
Finding potentially offensive/extremist behavior in digital 

environments



1. Get data overview



2. Identify relevant AI analyses/filters



3. Start with high threshold values



5. Utilise different views: Simple sortable table view 



UGC Network view for social network analysis



Media view for closer inspection of attached media files



Media view for closer inspection of attached media files



Key persons network view for user connection analysis



6. Inspect filtered posts



6. Inspect filtered posts



6. Inspect filtered posts



6. Inspect filtered posts



7. Remove false positives



8. Add relevant posts to the collection



9. Add custom analyst input



10. Evaluate/export findings



Scenario 2
Finding uncredible/unreliable claims, their spread and 

identifying the individuals responsible for them



1. Create a new collection



2. Look at the various identified topics



3. Choose and filter by topic(s) relevant to your research



4. Assign credibility/reliability scores



Assign credibility/reliability scores



5. Sort and filter by credibility/reliability



Live Demo



Takeaways

● Time for finding relevant information can be reduced by more than 90%

● Completely manually processing these amounts of data is often not realistic

● The system is designed to be flexible
○ Supports different sources of data
○ AI algorithms can be adjusted depending on the use case
○ Additional analyst meta data input depending on the use case
○ Different export options/report generation planned
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